
Computers & Operations Research 42 (2014) 83–94
Contents lists available at ScienceDirect
Computers & Operations Research
0305-05

doi:10.1

n Corr

E-m
journal homepage: www.elsevier.com/locate/caor
Characterizing multi-event disaster resilience
Christopher W. Zobel n, Lara Khansa

Department of Business Information Technology, Virginia Polytechnic Institute and State University, Blacksburg, VA 24061-0235, United States
a r t i c l e i n f o

Available online 10 October 2011

Keywords:

Predicted resilience

Disaster operations management

Quantitative modeling

Sudden-onset disasters
48/$ - see front matter & 2011 Elsevier Ltd. A

016/j.cor.2011.09.024

esponding author. Tel.: þ540 231 1856.

ail address: czobel@vt.edu (C.W. Zobel).
a b s t r a c t

This paper presents an approach for providing a quantitative measure of resilience in the presence of

multiple related disaster events. It extends the concepts of the resilience triangle and predicted disaster

resilience by considering the tradeoffs between multiple criteria for each individual sub event, as well

as for an entire multi event situation. The focus of the research is on sudden onset disasters, and on the

initial impact of each sub event as well as the amount of time available to work towards recovery of the

system before the next sub event occurs. A mathematical model is developed for the new resilience

measure, along with an approach for graphically representing the relationships between the different

criteria. An example is then provided of using the new approach to compare the relative resilience of

different scenarios under a representative multi event disaster situation. The results demonstrate that

characterizing multi event resilience analytically can ultimately provide a great depth of information

and thus support better disaster planning and mitigation.

& 2011 Elsevier Ltd. All rights reserved.
1. Introduction

The potential for significant loss of life resulting from improper
preparedness and/or response to sudden onset disasters calls for
effective quantification of system resilience. Such resilience can
be considered both at a local level and on a larger scale, and in
particular, the resilience of systems such as key supply chain
networks is critical to the sustainability of society. These net
works provide vital human services including water and medical
supplies, energy resources (i.e. electric power, oil, gas, fuel, etcy),
transportation capabilities, information and communication tech
nologies, and currency exchange functionality [1,2]. The ability to
quantify their resilience is instrumental in improving both emer
gency planning and response by being able to compare various
configurations and to assess their relative returns and risks for
effective emergency management [3].

The focus of this paper is on quantifying system resilience to
sudden onset disasters that are followed by multiple related sub
disasters. Such situations include (1) natural disasters such as
earthquakes and their aftershocks, along with related events such
as delayed building collapses; and hurricanes with levee failures
and the associated disruptions in transportation networks and
power grids [4,5], (2) human made disasters such as terrorist
attacks [6,7] and information security attacks [8] on stock
exchanges, which could lead to serious price fluctuations and
result in panic and financial meltdown, and (3) cascading network
ll rights reserved.
effects such as supply chain failures [9] associated with sudden
price increases in essential materials such as wheat and rice, thus
increasing hunger and causing serious economic disruptions.
Situations such as these are very complex and they typically
involve the need to balance multiple criteria in order to take
effective actions to increase the systems’ resiliency.

Godchalk [10] defined preparedness to sudden onset disasters
as the set of ‘‘actions taken in advance of an emergency to develop
operational capabilities and to facilitate response in the event that
an emergency occurs’’ (p. 136). A system’s operational risk does not
only increase with the threat level, but also with the degree of
vulnerability of a system [11]; the definition of resilience therefore
should not only incorporate post event consequences, but also pre
event preparedness and strategic planning. Resilience engineering
calls for proactively looking for ‘‘ways to enhance the ability of
organizations to explicitly monitor risks and to make appropriate
tradeoffs between required safety levels and production and
economic pressures’’ [12]. In resilience engineering, success is
defined by ‘‘the ability of the system to monitor changing risk
profile and take timely action to prevent the likelihood of damage’’,
while failure is the ‘‘absence of this ability’’ [12].

The approach taken in this paper for quantifying multi event
resilience is based upon the concept of the disaster resilience
triangle [13]. Originally introduced by Bruneau et al. [13], the
underlying construct of the disaster resilience triangle (illustrated
in Fig. 1) was extended by Zobel in Refs. [3,14] to provide
an approach for calculating a multi dimensional measure of
predicted disaster resilience. This work also provided a means
for visually comparing the tradeoffs between the multiple criteria
from which the resilience measure was constructed [14], and an









Fig. 6. Resilience curves for multi-event situations.
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Fig. 7. Multi-event disaster with large loss but quick recovery.
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the curve for a particular sub event, it is relatively straightfor
ward to define the resilience associated with that sub event as
follows:

Ri ¼ 1 ðXiþX0iÞTi=2Tn
ð6Þ

We refer to Ri as the ’’partial resilience’’ associated with event i

because Ti typically only represents the time until the next sub
event occurs, and not the time to full recovery as in the original
predicted resilience function. It is important to note, however, that
Eq. (6) can also be used to represent situations in which the
system is actually able to recover from a given sub event before
the next related sub event occurs. In such a situation, X0iwill be
equal to zero, and Ti will represent the amount of time that it
takes for the system to completely recover from that particular
sub event. Eq. (3) will still hold in this case because the overall
resilience is simply based on summing the areas associated with
each of the sub events, regardless of the values of Xi and X0i. We
may therefore consider a multi dimensional vector representation
of the total resilience in the form of its constituent partial
resilience values: ðRi,. . .,RnÞ. Both the number of partial resilience
values and their corresponding sizes would help to characterize
the resilience of the situation in a more comprehensive manner
than just the total resilience alone, particularly since the total
multi event resilience easily can be retrieved as follows:

R¼ 1
X

i

ð1 RiÞ ð7Þ

As in the case of the single event predicted resilience,
however, each of these Ri values may correspond to any number
of alternate scenarios with very different amounts of loss and
time to recovery (see Fig. 7 and Fig. 8, with the same area above
the curve in each case).

We may therefore consider also breaking these partial resilience
values down into their component factors. Since each Ri may
represent a non triangular region, it is important to keep track of
each Xi and X0i, as well as each Ti. We may thus uniquely characterize
each individual component of the curve by representing it as an
ordered triple: ðXi,X

0
i,TiÞ, and this gives us the ability to represent the

overall multi event resilience, R, by using its corresponding constitu
ent set of triples: fðXi,X

0
i,TiÞ9i¼ 1,. . .,ng. These ordered triples can be
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between two systems, it may be sufficient to compare them solely
on their relative multi event resilience. If further questions arise
about the source of the differences, then it is at that point that a
greater level of detail can then be displayed and compared.
Simultaneously graphing all of the available information about each
sub event, across multiple affected systems, might simply provide
too much detail to be helpful to the decision making process.
5. Illustrative example

As discussed above, there are a number of different examples
of systems that suffer the impacts of multiple events within the
context of a larger disaster situation. In order to illustrate
the application of the technique introduced above, we focus on
the example of an earthquake in a heavily populated area that is
subject to potential landslides and possible flooding.

Earthquakes are typically associated with aftershocks. The
2010 earthquake in Chile, for example, had 304 aftershocks of
magnitude 5.0 or greater within the first two months after the
initial tremor [30]. Although most structures suffer the majority
of their damage in the initial tremor, structures weakened by the
initial blow can eventually collapse when subjected to additional
tremors [31]. There also can be significant psychological impacts
on the affected population due to the uncertainty associated with
the timing and impact of each succeeding aftershock [32]. The
aftershocks can also lead to other types of events such as fires,
landslides, and flooding. Slopes weakened by the initial shock,
and lost vegetation due to fires, may be dislodged due to an
aftershock, resulting in landslides that dam rivers and cause
flooding [33].

Consider, for example, a subdivision of homes that is located in
an earthquake prone area such as Southern California, and which
is situated on a series of bluffs overlooking the ocean. Suppose
that a major earthquake occurs which directly impacts this
subdivision and causes varying amounts of damage to a number
of the houses located there. Furthermore, suppose that eight days
later, a significant aftershock occurs that causes a large landslide
along one side of the subdivision, further damaging a number of
houses and blocking several access routes into the neighborhood.
We use the multi event resilience approach to characterize and
compare five specific scenarios associated with houses affected by
this hypothetical disaster situation (see Table 1).

The first representative house, described by Scenario 1, is only
slightly damaged by the initial earthquake, but it is situated
directly next to the area affected by the landslide and thus it
suffers significant damage from the effects of the aftershock. The
second house is less resistant to the earthquake and it initially
suffers a great deal of damage, but it is located back from the edge
of the landslide area and thus only suffers minor damage as a
result of the aftershock. The third house is only somewhat
Table 1
Description of comparative resilience scenarios.

Scenario Description

Scenario 1 Small earthquake impact and large landslide impact

Scenario 2 Large earthquake impact and small landslide impact

Scenario 3 Medium earthquake impact and medium landslide impact,

more overall damage but slightly shorter recovery time

because more accessible

Scenario 4 Large earthquake impact with no direct landslide impact, but

access road blocked so recovery time is greater

Scenario 5 Small-to-medium earthquake impact and small-to-medium

landslide impact - same total damage as that associated with

large earthquake alone but less total time to recovery
protected from both the earthquake and the landslide, and thus
suffers more overall damage than either of the first two houses,
but it is located near the entrance to the subdivision and can be
quickly and easily reached for repairs. The fourth house sustains
earthquake damage similar to that of the second house, but it is
located away from the landslide area and thus sustains no direct
damage from the secondary event. Access to this fourth house,
however, depends on a road which is completely blocked by the
landslide, and thus there is a several day delay in its recovery
time. Finally, the fifth house sustains partial damage from both
the earthquake and the landslide, so that its total damage is
equivalent to that sustained by the fourth house, but its recovery
is not delayed by a road closure.

Fig. 10 displays the resilience profiles for each of these five
scenarios, and Table 2 provides the corresponding Xi, X’

i , and Ti

values, along with their measures of partial and total resilience,
given Tn

¼ 100 days. A constant recovery rate factor of 1 (i.e.,
DT=DX ¼ 1) was specified for the time period immediately follow
ing the first event, whereas a factor of 1.2 was specified for the
period following the second event because it includes recovery
efforts associated with both the earthquake and the landslide.

Fig. 11 provides the multi event resilience curves for the five
scenarios in Table 2. The first partial resilience values are
indicated by observations that are each augmented by a horizon
tal line identifying the relative values of the corresponding X1 and
X01. These first partial resilience observations are then connected
to the second partial resilience values and subsequently to the
total multi event resilience values. Because it is derived by adding
together each individual area ðAiÞ, the total multi event resilience
of a system is always less than that of any of its components. As
discussed above, although Fig. 11 provides a great deal of
information about each of the scenarios, and about the relative
similarities and differences between them, it can be difficult to
interpret precisely for this reason. For the sake of the following
discussion and analysis, therefore, we focus on the individual
components of the representation.
6. Discussion

Fig. 12 is more immediately useful than Fig. 11 as an analytical
aid because it focuses on just the overall multi event resilience
values. In comparing the five scenarios, we can see that scenario
5 not only has the greatest overall resilience but also it provides a
good balance between the amount of damage suffered and the
time to recovery. Scenario 3 has the next highest resilience value
and represents a slightly quicker process of recovery, even though
that facility actually suffered more damage. The graph also
indicates that scenarios 1 and 4 are very similar in their resilience
behavior, with the house in scenario 4 taking a slightly longer
amount of time to recover. Finally, scenario 2 exhibits the least
amount of resilience because it suffered the most loss and had a
relatively long recovery time. Because of this long recovery time,
the slight increase in average loss suffered in scenario 2 translates
into a relatively large decrease in measured resilience.

Fig. 12 indicates that in order to increase the resilience of a
house like that given in scenario 2, it would be more immediately
effective to strengthen its resistance to loss rather than to attempt
to decrease the recovery time. In order to determine which
particular aspect of the loss suffered by the system is most
significant, however, it is necessary to also look at the corre
sponding partial resilience values.

As given in Table 2 and shown in Fig. 13, the first partial
resilience value for scenario 2 is tied for the lowest among the five
scenarios, and the initial damage sustained X1ð Þ is very high. To
improve the first partial resilience in the future, therefore, either X1



Table 2
Resilience values.

Scenario Partial resilience 1 Partial resilience 2 Total
resilience (R)

X1 X1
0 T1 R1 X2 X2

0 T2 R2

1 0.1 0.02 8 0.9952 0.52 0 62.4 0.8378 0.8330

2 0.5 0.42 8 0.9632 0.52 0 62.4 0.8378 0.8010

3 0.3 0.19 8 0.9803 0.54 0 48.9 0.8672 0.8474

4 0.5 0.42 8 0.9632 0.42 0 64.4 0.8648 0.8280

5 0.25 0.17 8 0.9832 0.42 0 50.4 0.8942 0.8774

Fig. 10. Resilience profiles for the five scenarios. (a) Scenario 1: Small earthquake impact/large landslide impact. (b) Scenario 2: Large earthquake impact/small landslide

impact. (c) Scenario 3: Medium impact for both/more total damage, less recovery time. (d) Scenario 4: Large earthquake impact/indirect landslide impact (longer recovery).

(e) Scenario 5: Small-to-medium impact for both events/same total damage, less recovery time.
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could be decreased through mitigation or the associated recovery
rate could be improved, decreasing X01 and thus ðX1þX01Þ=2. In the
case of scenario 2, it is not very meaningful to talk about decreasing
T1 to impact the first partial resilience because this value represents
the time elapsed between the earthquake and either recovery or the
occurrence of the next sub event. Only scenario 1 has a value for X01
(the lower limit of the augmented partial resilience value) indicating
that recovery was almost complete ðX01 � 0Þ when the aftershock
occurred. Scenario 1 is thus the only scenario for which T1 might be
able to be reduced, in a practical sense, by reducing X01 to zero and
thus having a more significant impact on the value of the first partial
resilience.

It is important to note from Table 2 that each value for the
second partial resilience ðR2Þ is significantly less than its correspond
ing R1, regardless of the size of event 2 relative to event 1. This
relationship can easily be seen in Fig. 11 as well, and it clearly
illustrates that the partial resilience is not always the same as the
marginal resilience of the associated sub event. This is because the
speed and trajectory of the recovery process depends on the total
amount of loss exhibited by the system, and not just on the impact
of the most recent sub event. Looking at the situation from an
emergency manager’s viewpoint, if resources are being allocated to
manage recovery operations, then it is the current overall need that
will typically drive that decision, and not just the need associated
with the most recent disaster event. This behavior applies to any
situation with more than one sub event.

Finally, it is interesting to note, in Table 2 and in Fig. 14, that
scenarios 3 and 4 have very similar second partial resilience values,



Fig. 12. Total multi-event resilience.

Fig. 11. Multi-event resilience for all five scenarios.
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Fig. 13. Partial resilience for the time period after the first event.
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even though their values for X=2 and T are very different from one
another. This provides a nice illustration of the value of the
resilience curves for examining the tradeoffs in the model between
different multi criteria observations. Since the house in scenario
3 suffered a greater overall amount of damage than the house in
scenario 4, and the latter only suffered direct damage from the
initial earthquake, the similar second partial resilience values
indicate that the loss of two days of recovery time from the road
being blocked is effectively being treated as equivalent in value to
the additional physical damage suffered in the third scenario. It is
also important to recognize that not all decision makers would agree
that these two situations are truly equivalent. In an attempt to
address this potential for disagreement in the case of a single
resilience triangle, Zobel [3] developed an approach for capturing a
decision maker’s perceptions of the true relative resilience of
different situations and adjusting the predicted resilience curves to
reflect perceived resilience. This ability to adjust the underlying
model allows the resilience curves to better represent the subtleties
of balancing different criteria, and thus to provide better support for
actual decision making. As such, the development of an equivalent
formulation for adjusted multi event disaster resilience is an impor
tant future research effort.
7. Conclusions

We proposed in this paper a multi criteria approach for
capturing the tradeoffs between the robustness of a system and
the rapidity of its recovery, in situations involving the occurrence
of multiple related disaster or emergency events. The new
concept of partial resilience captures the relative time of occur
rence and impact of these related events, and it provides the
opportunity to both analytically and graphically represent the
multi dimensional and multi criteria nature of a system under
these circumstances.

Although the modeling approach being proposed is descrip
tive, rather than prescriptive, in nature, its ability to numerically
quantify different complex disaster scenarios can be used as the
basis for comparing those scenarios on a number of different
levels. Through appropriate application of MCDM techniques,
a rank ordering of the scenarios could be generated in support
of determining more effective mitigation or recovery plans. A
similar methodology could also be used to analyze historical
outcomes with respect to their relative multi event resilience.
Ultimately, the strength of the approach lies in its ability to
illustrate the complexity of a compound disaster event, and to
help better quantify that complexity in support of more effective
decision making.

It is important to recognize that the work presented in this
paper is intended to provide a quantitative foundation for the
further study of multi event disaster scenarios. For example,
although the model itself requires point estimates for values such
as the amount of loss suffered in each sub event and the time
elapsed between events, these estimates could theoretically be
generated by sampling from appropriate probability distributions.
Rather than representing a fixed scenario determined in advance,
therefore, a given resilience profile could instead represent a single
quantifiable realization of a probabilistic situation. This would then



Fig. 14. Partial resilience for the time period after the second event.
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allow simulation to be used to generate a statistical description of
the behavior of the system, in the context of different disaster
events and response capabilities. The development of appropriate
techniques for incorporating such probabilistic behavior into the
model is an important area of future research.

By extending the concept of predicted resilience to multi event
emergencies, we enable its application to a much wider, and more
realistic, variety of situations. Although models that incorporate
more information are not always more helpful, they at least
provide the opportunity to look at a problem in more detail, and
thus hopefully support a better understanding of the complexities
of the underlying systems that they are intended to represent.
By supporting a variety of different views of the underlying data,
and allowing the user to choose which aspects of the resilience
they wish to compare, the hope is that the multi event resilience
approach developed above can be, and will be, adapted as needed
to fit each decision maker’s individual information needs.
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